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Abstract

This study documents the results from a field experiment consisting of a low-cost intervention: a digitally disseminated, neutrally worded message sent to a group of Swedish taxpayers in March 2020, about six weeks before the final day to file income taxes for the income year of 2019. The message was sent to taxpayers who had foreign dividends during the income year of 2018 according to records from automatically exchanged financial information following OECD:s Common Recording Standard (CRS). The purpose of the study is to estimate the effect of the message on subsequent compliance, measured by two outcome variables: declared capital income and total tax paid for 2019. We use an efficient experimental design featuring stratification on two binary variables (previous compliance and gender) and then rerandomization within each of the four strata. We find no evidence of an average effect on compliance. In an exploratory heterogeneity analysis, we examine the data along two hypotheses: that the effect of the intervention should be larger among previously non-compliant compared to compliant taxpayers and larger among women compared to men. We find support for both conjectures for declared capital income. Finally, we provide numerical evidence on the magnitude of the efficiency gains from the experiment design based on real data.
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1 Introduction

Globally, a considerable part of the wealth is undeclared. As noted in Zucman (2013), 6 percent of the global financial wealth of households is unrecorded. Also, offshore tax evasion is highly concentrated among the wealthiest thereby reinforcing inequality. According to the estimates provided in Alstadsæter et al. (2019), the top 0.01 percent evades 25 percent of its true tax liability through tax havens. Even a slight move down the wealth distribution implies a large drop in the evaded tax share. For instance, the estimated evaded tax share is 10 percent among those between the 99.95th and 99.99th wealth percentile and close to zero for those between the 90th and 95th percentile.

Because of the major consequences of cross-border tax evasion for lost government revenue and inequality, there has been an ongoing and, during the last decades, increasing international cooperation effort to combat such practices. The Organisation for Economic Co-operation and Development (OECD) has been paramount in coordinating these efforts. An initiative of particular importance is The Multilateral Convention on Mutual Administrative Assistance in Tax Matters which was initially co-signed in 1988 by the OECD and the Council of Europe with the explicit goal of combating international tax evasion and other forms of non-compliance among OECD member states. In 2010, the convention became open to non-member countries (OECD and Council of Europe, 2010) and currently, 141 countries participate. An important feature of the convention is the automatic exchange of financial account information, guided by the so called Common Reporting Standard (CRS) which was approved by the OECD council in 2014. Within the CRS, tax authorities, including The Swedish Tax Agency, obtain information from financial institutions in their own jurisdiction and automatically exchange that information with other jurisdictions on an annual basis. Although the CRS has some loopholes and it certainly cannot be expected to include information on all financial accounts, the exchanged information covers many countries and a vast amount of assets. In 2019, nearly 100 countries carried out automatic exchange of information in 2019, enabling their tax authorities to obtain data on 84 million financial accounts held offshore by their residents. This covered total assets of EUR 10 trillion which is twice as much as the number during 2018, the first year in which such automatic information exchange took place.

The purpose of the present study is to estimate the effect of a low-cost intervention (a digitally disseminated message) on the subsequent compliance of taxpayers who, accord-
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2Formally, Article 6 in The Convention on Mutual Administrative Assistance in Tax Matters, requires from the signing authorities to agree upon the scope of automatic information exchange. The Multilateral Competent Authority Agreement on Automatic Exchange of Financial Account Information (the “CRS MCAA”) was developed to this end.

ing to CRS-data, had foreign dividends during the income year of 2018. We performed a field experiment consisting of a message sent to a group of taxpayers in March 2020, about six weeks before the final day to file income taxes for the income year of 2019. Since the tax agency receives CRS-information regarding a certain income year only after the taxpayers have filed their income tax returns and the final tax has been determined, the agency (with minor exceptions) cannot use the information for, e.g., risk-based audits of incoming tax declarations\[4\]. However, it can be expected that there is some correlation over time in foreign income flows at the individual level. This implies that knowing the foreign income of a taxpayer provides at least some information about next year’s foreign income. We use a combination of foreign income records for the income year of 2018 together with records from the tax declaration for the same year to build a measure of non-compliance, which is used in the experimental design as well as for investigating potential effect heterogeneity with respect to previous compliance.

All treated taxpayers received the same message which conveyed two main points. First, the treated taxpayers were informed that The Swedish Tax Agency had received CRS-information about their foreign income during 2018. This information was mainly provided for transparency reasons with the goal of removing any potential uncertainty about why a particular person got the message. Although the goal was simply to inform the taxpayers about why the message was sent to them, it cannot be ruled out that receiving the information in practice lead to an increased perceived detection probability, in particular among previously non-compliant individuals. Second, the taxpayers were informed about a recently launched service by The Swedish Tax Agency consisting of an online app which can be used to calculate and subsequently file the proper amount of foreign income in the declaration. The development of the app was motivated by the so called service paradigm for tax administration (see for instance Alm 2019). Making the app available is a part of an ongoing effort by The Swedish Tax Agency to provide better service and assist taxpayers in their filing returns and paying taxes. Of course, although the explicit goal was better service, we have no means of knowing how the taxpayers actually perceived being presented with the new app. For instance, the app does not require a login, but taxpayers with limited IT-knowledge or who are critical of surveillance, could potentially have met this new service with some suspicion. It should be noted however that the tax agency did not receive any such signals from the treated taxpayers. There were for instance no calls from worried or upset taxpayers.

Thus, the present study is related to two strands in the tax compliance literature: the role of detection probability and that of improved service to the taxpayers. Improved service could potentially affect compliance via two channels: improved information on how

\[4\] For the income year of 2019, the final day to file income taxes for private taxpayers was May 4, 2020 and the decision for final tax determination was sent out to the taxpayers on June 12, 2020. The CRS-information about foreign income usually becomes available about three months later, in September/October.
to declare or an improvement in the taxpayers’ general attitudes toward the tax agency. There is a large body of empirical research measuring the effect of the probability of detection but we are not aware of any research directly measuring the effect of improved service on compliance. Below, we provide a condensed summary of the available research on the role of detection probability for tax compliance. According to standard neo-classical economics and as first formalized in Alingham and Sandmo (1972), an increased perceived detection probability leads to a higher level of compliance. This theory has found considerable empirical support. Initially, the predictions from the theory were confirmed in a series of laboratory experiments. In addition, starting in the early 1990s, data from the TCMP were used in several observational studies to measure the impact of the audit rate on compliance. In more recent years, a growing number of field experiments have estimated a positive effect of a higher detection probability on tax compliance by manipulating the perceived audit rate in various ways. In their influential study, Kleven et al. (2011) set up a carefully designed field experiment among 40,000 Danish taxpayers, half of whom were randomly assigned to tax audits. The following year, threat-of-audit letters were sent to audited as well as non-audited taxpayers. Kleven et al. find that prior audits and threat-of-audit letters have positive effects on self-reported income, but no effect on third-party reported income. Several other studies in the literature have also documented a positive effect of increased detection risk on tax compliance.

Although the direct cost of the treatment is low, the number of treated was limited to 500 individuals. The reason for this decision was uncertainty on behalf of the team responsible for planning and sending the message about how the taxpayers would react to the message. In particular, there were concerns about potential service desk overload. As the treatment only concerns sending the digital message the design described in detail below is a so called encouragement design. We do not know whether the receiver reads the digital message we can therefore only hope to estimate the intention to treat (ITT) effect. As a consequence of this in combination with the non-intrusive nature of the message, the effect size cannot be expected to be large. For this reason and because of the relative small number of treated, it is useful to consider a more efficient experimental design than a traditional randomized control design (i.e., unconditional randomizing treatment and
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5In an early experiment, Spicer and Thomas (1982) varied the audit probability and found a positive relationship between the audit rate and compliance. A series of lab experiments have since then replicated these initial results: Becker et al. (1987); Webley (1987); Alm et al. (1992a, 1992b, 1992c, 1995, 1999, 2017); Fortin et al. (2007); Cummings et al. (2009); Kastlunger et al. (2009); Calvet and Alm (2014); Soliman and Cullis (2014); Casagrande et al. (2015).

6The TCMP is an abbreviation for the US Internal Revenue Service’s Taxpayer Compliance Measurement Program, which involved comprehensive random audits of taxpayers from 1968 to 1988.

7Dubin et al. (1990) used variation in the audit rate across US states to measure the relationship between detection risk and compliance, and found a strong positive relationship. Similar results using essentially the same data can be found in Tauchen et al. (1993), Plumley (1996) and Dubin (2007).

controls).

To this end, our chosen experimental design features stratification on two categorical variables (previous compliance and gender) and then rerandomization within each of the four strata. The main idea is to discard allocations of treated and control units in which there is imbalance in observed covariates and then to randomize within the set of allocations where there is balance on these covariates. Although previously mentioned in the literature, the idea of rerandomization was to our knowledge first formalized by Morgan and Rubin (2012). This paper uses the strategy in Morgan and Rubin (2012) who suggested the Mahalanobis distance as the criterion for defining the set of allocations with sufficient balance on the covariates. To our knowledge, ours is the first application using this design in the tax compliance literature. Compared to simple random sampling, there are efficiency gains with both stratification and rerandomization. Due to the uniqueness of the data in this study, we are able to provide numerical evidence on the magnitude of these gains based on real data.

The study closest to ours is Bott et al. (2020) who report the results from a randomized field experiment in Norway among taxpayers deemed by the tax authority to have likely misreported their foreign income. The taxpayers received a letter with information about how to report foreign income that included two types of moral appeal: a fairness argument and a societal benefits argument. In addition, the perceived detection probability was manipulated. Compared to a base letter, including either appeal almost doubled the average foreign income reported compared to a base letter. This effect was similar in size to the one found when letting the taxpayer know that the tax authority had information about income or assets abroad in previous years. Bott et al. (2020) found that the moral appeals worked on the intensive margin, by increasing the amount reported, while the detection probability worked on the extensive margin, by increasing the share of taxpayers who report any foreign income. Only the detection treatment had any effect in the subsequent year.

There are three main differences between the present study and the one by Bott et al. (2020). First, our intervention does not include any moral appeal. Instead, it can be viewed as a combination of unintended increase in detection probability and increased service to the taxpayers. Second, we explore effect differences between taxpayers who were likely compliant and non-compliant, respectively, while Bott et al. (2020) study the effect only among the likely non-compliant. Third, we use a novel experiment design involving stratification and rerandomization. By using non-treated individuals from the same population as was sampled to be treated we are also able to evaluate the efficiency gains in real data. According to our understanding, this is the first study ever attempting to pin down the efficiency gains in this manner. Results from this numerical exercise should be useful for future randomized field experiments, especially, but not exclusively, within the field of tax compliance.
The paper proceeds with a description of the intervention and study sample in the next section. The experimental design is described in section 3 and in the following section 4, we discuss the empirical specification. Section 5 contains the results and in section 6, we provide a simulation exploring the gains from the chosen experimental design. Finally, we summarize our findings in section 7.

2 Intervention and study sample

The intervention consisted of sending the following text to the treated individuals and leaving the controls untreated:

*Declaring foreign dividends/interest*

Hi! 

We get many questions on how to declare foreign income and have therefore developed a new online app in order to make this easier.

The Swedish Tax Agency has obtained information from a foreign tax authority that you have received dividends or interest from abroad during 2018. 

If you have received dividends or interest from abroad also during 2019, you can use the online app when you file your taxes. The app will help you with the correct amount to file and how much foreign tax offset you have the right to claim.

You can find the app here:

https://app.skatteverket.se/klient-sifu-segmentering/

Sincerely,

The Swedish Tax Agency

This message was sent in digital form to the treated taxpayers via a digital mailbox. In Sweden, about half of the population above 16 years of age have a digital mailbox. This is a free service making it possible to receive mail in digital form from Swedish authorities and some large private firms. With regards to taxes, having a digital box implies that all communication from The Swedish Tax Agency that otherwise would have been sent as paper mail is sent digitally in a secure app. This includes pre-filled tax returns as well as various messages. Taxpayers can file their income tax declaration securely in the app.

The online app mentioned above does not require login and is best described as a calculator. The user fills in the type of foreign income (dividends or interest), amount,
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currency, date of receiving the amount, country where the income was received, and if applicable, the amount of foreign tax paid. Upon clicking Calculate, the app converts the amount to SEK, calculates the foreign tax offset, and indicates the specific tax declaration boxes where the amounts should be filed.

Data on the outcome variables (to be presented below) comes from the taxpayers’ filed income tax returns. The latest day for sending in the income tax declaration for the income year 2019 was May 4, 2020. For various reasons, some taxpayers file their taxes later than the deadline. The most common reason for filing at a later date is that the individual has applied and been approved for respite with income tax returns. As of July 27, 2020, we had access to data on 99.3 percent of the study sample, i.e., the group of individuals who received the message and the control group.

The original population consisted of 10,344 individual taxpayers each of whom had a financial account with accrued foreign dividends summing to over 3,000 SEK (about 292 EUR) during tax year 2018, according to information from the CRS. A small share of the financial accounts had several account holders, which implies that the involved taxpayers’ dividends were overestimated in cases where each individual taxpayer’s dividends were below 3,000 SEK. We do not have access to the actual numbers due to the tedious CRS-data collection routines at The Swedish Tax Agency, but according to caseworkers, accounts with multiple holders constitute a very small share.

As mentioned previously, for internal Tax Agency reasons, although the direct cost of the treatment is low, the number of treated was limited to 500 individuals. In addition, we expect the effect to be modest as the message is non-intrusive and we do not even know if a receiver reads it. This implies that it is important to have an efficient design, which we describe below.

The original sample of 10,344 taxpayers was reduced according to the following steps:

1. Some of the individuals had not filed a tax declaration for tax year 2018 and were therefore removed from the sample (259 obs removed)

2. Individuals who did not have a digital mailbox on February 27, 2020, were removed (5,730 obs removed)

3. Observations with respect to several pre-experiment variables for the tax year of 2018 were defined as outliers and removed if the value of any single variable was larger than the third quartile plus 1.5 times the interquantile range (IQR) or smaller than the first quartile minus 1.5×IQR. The quartiles for all variables were calculated on the same data, i.e., after the previous step. The following variables were used for outlier detection (with variable label and number of removed observations in parentheses):

- Foreign dividends (fdiv, 638)
Earnings including labor income, sick pay, pension, etc. \((\text{earn}, 355)\)

- Capital income \((\text{capinc}, 725)\)
- Foreign dividends as a share of capital income \(\left( f\text{divrat} = \frac{f\text{div}}{\text{capinc} + 1}, 513 \right) \)
- Total tax paid \((\text{tax}, 439)\)

The unique number of individuals removed due to outliers amounts to 1,546.

4. Individuals aged below 30 and above 75 were removed (112)

After these steps, there were 2,697 individuals left in the sample.

There is no separate field for declaring foreign dividends. Our main outcome variable is therefore capital income \((\text{capinc})\), where according to the tax code, the taxpayer should include the amount of foreign dividends. In addition, we estimate the effect on total tax paid \((\text{tax})\). An increase in declared foreign dividends in \(\text{capinc}\) should lead to an increase in total tax paid unless no offsetting adjustments are made in the income tax declaration. Since the treatment is expected to have an effect on \(\text{tax}\) only through changes in foreign income which is a minor part of \(\text{tax}\), we do not expect a large effect on \(\text{tax}\). It is nevertheless important to include the final tax as an outcome variable since it is a measure of compliance directly related to tax revenues. Also, although perhaps far fetched, receiving the message could potentially have a positive effect on overall compliance through an unintentional nudge. In other words, merely receiving a message from the Swedish Tax Agency could possibly nudge taxpayers into higher general compliance level which could be manifest through an increase in total tax paid not necessarily stemming from increased declared capital income.

The message was sent to each treated taxpayer’s digital box on 25 March, 2020. In addition to measuring the effect of receiving the message on the taxpayers’ tax compliance, it is of interest to assess whether receiving the message had an effect on using the online app mentioned in the message. However, since the app does not require the users to log in, this is not feasible.

It is nevertheless informative to see if there was any obvious increase in the number of users on the online app over time. A descriptive plot is shown in Figure 1 below. In addition to the day of the dispatch (March 25) and the final date to send in the income tax declaration (May 4), two additional dates have been highlighted: an online press conference for a broad public arranged by The Swedish Tax Agency on March 13, and a live stream on Facebook on March 17. The online app was promoted on both of these occasions. Clicks on the link to the app from within the digital mailbox should be visible in the dotted line, while copying the link and pasting it in the browser should be visible as a direct visit (the solid line).
On the whole, our take on Figure 1 is that it is hard to see any clear correlation between sending the message and the number of app users. There is certainly an increase of direct visitors during the day of the dispatch, but linking it to the message would be a stretch. Looking at the two preceding dates of promotion, there was an increase on the same day as the Facebook live-stream but no increase (indeed, a fall) in the number of visits during the press conference on March 13. According to the team involved in implementing the online app, the high number of visits in the beginning of March was due to employees at The Swedish Tax Agency fine tuning the app.

3 Experimental design

Balanced designs, that is where the number of treated and controls is equal, are preferable to unbalanced designs in both Fisher (Chung and Romano, 2013) and Neyman-Pearson (Freedman, 2008) inference. For this reason, we decided to equalize the number of treated and controls, meaning that the sampling frame is set to 1,000 individuals.

Even though the estimators from well-conducted experiments are unbiased in expectation, the estimates from any single experiment may still be far from being unbiased (in the colloquial sense) due to an unlucky, albeit random, allocation. For this reason the experimental design is stratified on gender and historical tax compliance; two variables...
that we believe can be important determinants for the two outcomes under investigation. A second reason for stratification is that we are interested in examining group differences in behavior as a consequence of the intervention. Hypotheses on the signs of effect differences along previous compliance and gender are discussed in section 5.2.2. As we also have continuous covariates (historical data on the outcomes, earnings, age, etc.) we also would like to balance them within each stratum. To this end, we used the rerandomization strategy suggested by Morgan and Rubin (2012). For details on the procedure, see Appendix A.

We do not have access to a demonstrably reliable measure of previous compliance. As a proxy, we use information about whether the amount of foreign dividends obtained from the CRS-data for the income year of 2018 was less than or equal to total capital income during the same year, i.e., $1[\text{compliant} = 1] \equiv 1[fdiv \leq capinc]$, where $1[.]$ takes the value one if the expression within brackets is true and zero otherwise. The logic behind this is that for compliance with the tax code, the amount of $fdiv$ should be included along with other capital income sources in the declared $capinc$. Therefore, although $fdiv \leq capinc$ is not necessarily a sign of compliance, $fdiv > capinc$ is a clear measure of non-compliance.

The idea behind rerandomization is the same as with stratification or blocking, that is, to remove from consideration allocations with imbalance in observed covariates between treated and control units and then randomize within the set of allocations with balance on these covariates. Call the set of all allocations within a stratum $\mathcal{A}$ and the set of acceptable allocations $\mathcal{A}_a$. Thus, $\text{Card}(\mathcal{A}_a) < \text{Card}(\mathcal{A})$, where $\text{Card}(\mathcal{A})$ and $\text{Card}(\mathcal{A}_a)$ is the cardinality of $\mathcal{A}$ and $\mathcal{A}_a$, respectively. Morgan and Rubin (2012) suggested calculating the Mahalanobis distance between the means of $K$ covariates of the potentially treated and controls and then to accept a specific random allocation only if this measure is less than $a$, where $a$ is small. The Mahalanobis distance is chi-square distributed with $K$ degrees of freedom, i.e., $\chi^2_K$. The criterion $a$, determining the set $\mathcal{A}_a$, can, thus, be decided implicitly by accepting a random allocation if the calculated Mahalanobis distance between the two means is smaller than a pre-specified probability derived from the $\chi^2_K$. If we let $\Pr(\chi^2_K \leq a) = p_a$, the specific random allocation is one allocation of the $p_a/100 \%$ allocations with the smallest difference in means between treated and controls.

As shown in the Appendix, the percent reduction in variance in contrast to complete randomization can be shown to be equal to

$$100 \times R^2(1 - \nu_a), \quad (1)$$

where $R^2$ is the coefficient of determination of a regression of the outcome on $X$ and

$$\nu_a = \frac{\Pr(\chi^2_{K+2} \leq a)}{\Pr(\chi^2_K \leq a)}; 0 < \nu_a < 1. \quad (2)$$
\( \nu_a \) is non-increasing with \( K \) and decreasing in \( p_a \). The implication is that the choice of covariates is important. One should not add unnecessary covariates (i.e., covariates that are not partially correlated with the outcome) as this reduces the efficiency of the estimator. Furthermore, a strict criterion for a given \( K \) will increase the efficiency in comparison to a less strict criterion.

The following six covariates, measured for the pre-experiment income year 2018, were used to calculate the Mahalanobis distance:

- **age**: the taxpayer’s age
- **fdiv**: foreign dividends
- **capinc**: capital income
- **tax**: total tax paid
- **earn**: earnings including labor income, sick pay, pension, etc.
- **finc \equiv 1[\text{has foreign income}]**: categorical variable based on a check box in the tax declaration which equals one if the box is checked and zero otherwise.

Using the 2,697 individuals left in the sample after the procedure used in the previous section, we proceeded as follows:

1. divide the sample in a compliant (1,759) and a non-compliant group (938) where the number of observations is given within parentheses.
2. draw two simple random samples, each of size 500, from the two groups. These 1,000 individuals constitute the sampling frame of the trial.
3. Create four strata; compliant women, compliant men, non-compliant women, and non-compliant men
4. Within each stratum, randomly select an allocation with a Mahalanobis distance between treated and controls means of the six covariates to be less than 0.17. As 

\[
P(\chi^2(6) < 0.17) = 0.0001\]

this means that the specific random allocation is one allocation of the 0.01 % allocations with the smallest differences in means between the treated and the controls.

Table 1 shows group means by stratum after performing the rerandomization as well as the resulting number of observations in each stratum. From this table we can see that we have 167 \( \times 2 \) non-compliant men, 83 \( \times 2 \) non-compliant women, 200 \( \times 2 \) compliant men, and 50 \( \times 2 \) compliant women. The mean difference of the covariates between the treated are, as expected, very small within each of the four strata.
Table 1: Group averages after rerandomization

<table>
<thead>
<tr>
<th>Stratum</th>
<th>age</th>
<th>fdiv</th>
<th>capinc</th>
<th>tax</th>
<th>earn</th>
<th>finc</th>
<th>#obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [compliant = 1]</td>
<td>C T</td>
<td>C T</td>
<td>C T</td>
<td>C T</td>
<td>C T</td>
<td>C T</td>
<td>C T</td>
</tr>
<tr>
<td>0 0</td>
<td>50.93 50.57</td>
<td>7.46 7.39</td>
<td>1.81 1.82</td>
<td>248.59 253.11</td>
<td>615.49 625.63</td>
<td>0.08 0.08</td>
<td>167 167</td>
</tr>
<tr>
<td>0 1</td>
<td>51.86 51.58</td>
<td>6.51 6.48</td>
<td>1.58 1.52</td>
<td>207.97 206.92</td>
<td>548.71 544.53</td>
<td>0.07 0.06</td>
<td>83 83</td>
</tr>
<tr>
<td>1 0</td>
<td>52.75 52.65</td>
<td>6.35 6.35</td>
<td>11.21 11.23</td>
<td>339.85 341.63</td>
<td>829.46 829.56</td>
<td>0.06 0.07</td>
<td>200 200</td>
</tr>
<tr>
<td>1 1</td>
<td>51.44 51.90</td>
<td>7.63 7.76</td>
<td>13.26 13.85</td>
<td>306.35 310.08</td>
<td>769.90 774.46</td>
<td>0.18 0.18</td>
<td>50 50</td>
</tr>
</tbody>
</table>

Note: C denotes controls and T denotes treated individuals. The variables are measured during the pre-intervention income year of 2018 and defined as follows: age is the taxpayer’s age measured in years, fdiv is foreign dividends (1,000s SEK), capinc is capital income (1,000s SEK), tax is total tax paid (1,000s SEK), earn is earnings including labor income, sick pay, pension, etc. (1,000s SEK), and finc $\equiv 1[\text{has foreign income}]$ is a categorical 1/0 variable based on a check box in the tax declaration.

4 Estimation

A drawback with the rerandomization strategy is that the mean difference estimator is no longer asymptotically normally distributed (Li, Ding, and Rubin, 2018). However, Li and Ding (2019) showed that standard asymptotic inference can be conducted using ordinary least squares (OLS) by regressing the outcome on the covariates and the treatment together with the Eicker-Huber-White (EHW) robust standard error estimator (Eicker, 1967; Huber, 1967; White, 1980). To be specific, let $x_i$ be the $K \times 1$ vector of covariates used in the Mahalanobis distance for individual $i$, $W_i$ be the treatment indicator, and $Y_i$ the outcome. The treatment effect is the estimated coefficient on $W_i$ in the ordinary least squares (OLS) regression of $Y_i$ on $W_i$, $x_i$ and $W_i(x_i - \bar{x})$, where $\bar{x}$ is the vector of sample means of the covariates. To construct asymptotically valid confidence intervals one should use the EHW robust standard error estimator. However, the results from Zhang and Johansson (2019) suggest that for sample sizes below 400 the EHW estimator is downward biased. The HC2 covariance matrix estimator is shown to have good small-sample performance. In this estimator the OLS residuals $\hat{u}_i$ used to estimate the EHW covariance matrix are replaced with $\hat{e}_i = \hat{u}_i / \sqrt{1 - h_i}$, where $h_i$ is the $i$th diagonal element of the projection matrix (for details see MacKinnon, 2013).

A balanced design simplifies the analysis and the tests for effect differences across strata. The reason is that the four effects estimated in the saturated linear regression model are the same as the four between-group differences in mean estimates, which are unbiased (Schultzberg and Johansson, 2019). This holds also in a rerandomization design.

Following our pre-analysis plan (Angelov and Johansson, 2020), the baseline analysis
is conducted by estimating

\[ Y_i = \alpha_0 + \tau W_i + \alpha_c 1[\text{woman} = 0] + \alpha_w 1[\text{compliant} = 1] \]
\[ + \alpha_w c 1[\text{woman} = 0] \times 1[\text{compliant} = 1] + \beta_0' \tilde{x}_i + \beta_1' W_i \tilde{x}_i + \varepsilon_i, \]  

(3)

where \( \tilde{x}_i \equiv x_i - \bar{x} \). Asymptotic inference will be performed using the HC2 covariance matrix.

We have two outcomes (\( \text{capinc} \) and \( \text{tax} \) measured in 1000s SEK) and the test for overall effect in percent for each outcome is \( H_0 : \tau = 0 \) against the alternative \( H_1 : \tau > 0 \). We let the overall risk level for judging whether we have an effect or not to be 5% which means that each single test will be conducted at the 2.5% risk level.

5 Results

5.1 Baseline results

Table 2 contains results from estimating equation (3) on the sample of 998 individuals (out of 1,000) that had filed their taxes by November 26, 2020. The point estimates show an increase of around 5,225 SEK in capital income as a result of the intervention and the corresponding number for final tax paid is a decrease with about 3,856 SEK. None of the point estimates is statistically significant at the 2.5% and the p-values are high (0.23 for \( \text{capinc} \) and 0.76 for \( \text{tax} \)). Thus, we find no evidence of an average effect of the intervention among all treated individuals.

In order to extract as much information as possible from the collected data, we provide an exploratory, hypothesis-generating analysis in the next subsection.

5.2 Exploratory analysis

In this subsection, we explore the data along the four hypotheses on effect heterogeneity described in the pre-analysis plan accompanying this paper. In the pre-analysis plan we stated that we would only test for effect heterogeneity across groups if the parameter estimate \( \hat{\tau} \) from (3) was found to be statistically significant at the 2.5 percent level. The reason for this restriction was to have control over the size of the test and at the same time to have power of detecting the ITT-effect, given that even ‘reading the digital message’ could have a small effect size.

\(^{10}\)Out of the 998, 499 were treated and 499 were untreated. In other words, there are no signs of a selection by treatment status into being late or not filing a tax declaration.
<table>
<thead>
<tr>
<th></th>
<th>capinc2019</th>
<th>tax2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$ (treatment effect)</td>
<td>5.225</td>
<td>-3.856</td>
</tr>
<tr>
<td>$woman$</td>
<td>-6.108</td>
<td>14.356</td>
</tr>
<tr>
<td>$compliant$</td>
<td>-9.768</td>
<td>34.853**</td>
</tr>
<tr>
<td>$woman \times compliant$</td>
<td>2.537</td>
<td>-15.505</td>
</tr>
<tr>
<td>$age$</td>
<td>-0.076</td>
<td>-0.896</td>
</tr>
<tr>
<td>$fdiv$</td>
<td>0.011</td>
<td>3.973</td>
</tr>
<tr>
<td>$capinc$</td>
<td>1.339***</td>
<td>-0.589</td>
</tr>
<tr>
<td>$earn$</td>
<td>-0.003</td>
<td>0.238***</td>
</tr>
<tr>
<td>$tax$</td>
<td>0.008</td>
<td>0.511***</td>
</tr>
<tr>
<td>$finc$</td>
<td>8.343</td>
<td>61.637</td>
</tr>
<tr>
<td>$W \times age$</td>
<td>0.405*</td>
<td>0.681</td>
</tr>
<tr>
<td>$W \times fdiv$</td>
<td>1.034</td>
<td>-6.818*</td>
</tr>
<tr>
<td>$W \times capinc$</td>
<td>-0.739</td>
<td>0.608</td>
</tr>
<tr>
<td>$W \times earn$</td>
<td>0.025</td>
<td>0.012</td>
</tr>
<tr>
<td>$W \times tax$</td>
<td>-0.010</td>
<td>0.023</td>
</tr>
<tr>
<td>$W \times finc$</td>
<td>-9.955</td>
<td>-39.750</td>
</tr>
<tr>
<td>Intercept</td>
<td>15.860***</td>
<td>295.468***</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01. Treatment status is denoted by $W$. Outcomes are valued during the income year of 2019 and are expressed in 1000s SEK which is approximately equal to 97 EUR. The covariates are demeaned and measured during the income year of 2018. The measure units are as follows: age is measured in years, $finc$ is valued 0 or 1, and the rest of the covariates are expressed in 1,000s SEK. The results are based on OLS-estimation of equation (3) with HC2 standard errors shown in parentheses.

We have two outcomes and thus two main effects. With an additional four heterogeneous effects on two outcomes, a total of ten tests was of interest. Using the Bonferroni correction, the individual tests would have been at 0.5 % level in order to have an overall risk of 5 %. The implication of this is that properly testing of the hypothesis explored in this subsection would have to be done in future research with new data.

Moreover, an issue that should have been given more attention in the pre-analysis plan...
was the choice of model for the heterogeneity analyses. Although it is reasonable to test for
the main effect of the intervention using a linear model as was done in the previous section,
a log-linear model is arguably more appropriate when discussing effect heterogeneity
across strata. Specifically, given the observed pre-intervention mean differences in the
outcome variables capinc and tax (see Table 1), it does not seem meaningful to measure
effect differences in levels. Instead, it is reasonable to explore effect heterogeneity with
respect to percentage effects, which leads to a log-linear model.

5.2.1 Functional form and outliers

To this end, in the exploratory analysis to follow, we consider two types of log-linear
specifications. As there are zeros in the outcome variables (23.1% in capinc and 3.4% in
tax), taking logs is not feasible. One possibility is a log approximation using the inverse
hyperbolic sine (IHS) transformation for the outcome variables (see Burbidge et al. 1988).
The IHS-transformation of a variable \( Z \) is given by

\[
IHS(Z) = \log\left(\frac{Z^2}{Z^2 + 1}\right)
\]

and the interpretation of the effect estimate from the OLS-regression is approximately as a
percentage effect, i.e., the same as if \( Z \) were logged.

Another possibility that we examine is the log-linear model of the expected value,
that is

\[
\log E[Y|g] = \delta' g,
\]

where \( \delta \) is a parameter vector estimated by maximum likelihood and \( g \) is a vector con-
taining a constant and all covariates including the treatment variable. For estimation,
we use Pseudo Maximum Likelihood (PML, see Gourieroux, Monfort and Trognon 1984)
using a HC2-robust covariance matrix. The requirement for consistency is that the mean,
which in this case is the linear projection, is correctly specified.

In Table 3, we provide estimates of the average percentage treatment effect from the
IHS and the log-linear model based on the covariate set from equation (3). The results for
capinc and tax for the two different models are presented in the first four columns of the
table. As was the case in Table 2, the point estimates for tax are negative and imprecise
(-3.4% using IHS and -1.2% using PML). For capinc, the point estimates are 13.7% (IHS)
and 44.1% (PML) and more precise than was the case in the model estimated in levels.

A drawback with the IHS-transformation is that it is not invariant to the level of the
transformed variable. In Table 2, as in the two previous tables, capinc and tax were
expressed in 1000s SEK. Expressing the outcome variables in SEK before transforming
them by IHS alters the effect estimates considerably: from 13.7% to 22% for capinc and
from -3.4% to -14.1% for tax. As the choice of units is arbitrary but obviously not
innocuous, we consider only the log-linear model in the remainder of the section.

As a final step before turning to the effect heterogeneity analysis, we have examined

\[11\] The complete results are available upon request from the authors.
Figure 2: The distributions of the outcome variables with respect to extreme values. For both capinc and tax, the distributions are skewed with extreme values on the right. This is expected given the nature of the variables. However, we wish to make sure that a single observation does not alter the results significantly. Figure 2 shows the distributions of capinc and tax. The largest value of capinc is slightly above two million SEK and it is not meaningful to include it in the histogram for capinc (see the top-left panel of the plot). This observation is for a previously non-compliant man who was treated in the intervention. The second-largest value for capinc is considerably lower (about 350 thousand SEK). To illustrate how extreme the maximum value is, the bottom-left panel of Figure 2 depicts the ten largest values for capinc. It is clear from the bar plot that the maximum value stands out considerably from the rest of the observations. As seen in the top-right and bottom-right panels of Figure 2, the maximum value of tax is in line with the immediately preceding values.

To see how sensitive the results are to the inclusion of the largest value, in the last two columns of Table 3 we present effect estimates using the log-linear model where we have removed a single observation pertaining to the maximum value of capinc and tax, respectively. For tax, the effect estimate changes from -1.2% to -5.1% and is still imprecisely estimated. For capinc, the point estimate drops from 44.1% to 14.4% and is no longer statistically significant at the 5%- or even 10%-level. Since removing the
### Table 3: Alternative specifications for the estimation of the main effect

<table>
<thead>
<tr>
<th></th>
<th>All observations</th>
<th>Maximum value removed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS with IHS</td>
<td>PML</td>
</tr>
<tr>
<td><em>W (treatment effect)</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.137*</td>
<td>-0.034</td>
</tr>
<tr>
<td></td>
<td>(0.072)</td>
<td>(0.073)</td>
</tr>
<tr>
<td><em>woman</em></td>
<td>-0.280**</td>
<td>-0.063</td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
<td>(0.136)</td>
</tr>
<tr>
<td><em>compliant</em></td>
<td>0.884***</td>
<td>0.337***</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.091)</td>
</tr>
<tr>
<td><em>woman × compliant</em></td>
<td>0.188</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.161)</td>
<td>(0.168)</td>
</tr>
<tr>
<td><em>age</em></td>
<td>0.008</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td><em>fdiv</em></td>
<td>0.047***</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.012)</td>
</tr>
<tr>
<td><em>capinc</em></td>
<td>0.067***</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.006)</td>
</tr>
<tr>
<td><em>earn</em></td>
<td>0.0004</td>
<td>0.003***</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.001)</td>
</tr>
<tr>
<td><em>tax</em></td>
<td>-0.001</td>
<td>-0.002*</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td><em>finc</em></td>
<td>0.132</td>
<td>-0.375</td>
</tr>
<tr>
<td></td>
<td>(0.240)</td>
<td>(0.281)</td>
</tr>
<tr>
<td><em>W × age</em></td>
<td>0.010</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
</tr>
<tr>
<td><em>W × fdiv</em></td>
<td>0.010</td>
<td>-0.041**</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.019)</td>
</tr>
<tr>
<td><em>W × capinc</em></td>
<td>-0.013</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.009)</td>
</tr>
<tr>
<td><em>W × earn</em></td>
<td>-0.0001</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td><em>W × tax</em></td>
<td>-0.00005</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td><em>W × finc</em></td>
<td>-0.083</td>
<td>0.342</td>
</tr>
<tr>
<td></td>
<td>(0.299)</td>
<td>(0.363)</td>
</tr>
<tr>
<td><em>Intercept</em></td>
<td>1.470***</td>
<td>5.675***</td>
</tr>
<tr>
<td></td>
<td>(0.088)</td>
<td>(0.078)</td>
</tr>
</tbody>
</table>

Observations: 998 998 998 998 997 997

Note: *p<0.1; **p<0.05; ***p<0.01. The effect estimates can be approximately interpreted as percentage effects. Outcomes are valued during the income year of 2019. The covariates are demeaned and valued pre-intervention during the previous income year. The measure units are as follows: age is measured in years, fin is valued 0 or 1, and the rest of the variables are expressed in 1,000s SEK which is approximately equal to 97 EUR. HC2 standard errors are shown in parentheses.

maximum value considerably affects the results, we think it is unjustified to keep this single observation in the estimation sample when exploring effect heterogeneity in the next subsection. For full transparency, we will however include the results for the complete sample in an appendix.
5.2.2 An exploratory analysis of effect heterogeneity

To fix ideas on effect heterogeneity with respect to previous compliance, let $\tilde{Y}_{it}$ denote the latent, true, value of an outcome (e.g., \textit{capinc}) for individual $i$ at time $t$, and let $\lambda_{it} \in [0, 1]$ denote the level of compliance. When $\lambda_{it} = 0$, the taxpayer is fully non-compliant and consequently does not report any income, and on the other extreme, $\lambda_{it} = 1$ means that all income is correctly filed. For each individual, we observe $Y_{it} = \lambda_{it} \tilde{Y}_{it}$. Assume a latent income $\tilde{Y}_{it} = Y^*_i$ and therefore $Y_{it} = \lambda_{it} \tilde{Y}^*_i$. Fixing the level of the latent variable over time means that there is no relationship between the level of compliance and the revealed capital income. The assumption is not strong for individuals with stable income streams but, of course, less realistic for individuals with large fluctuations in revealed capital incomes. Suppose we have access to a measure of past compliance, $\hat{\lambda}_{it-1}$. In the following, we consider two broad, simplified mechanisms leading to a certain level of compliance. At the one extreme, the taxpayer decides on their compliance at some level $\lambda^*_i$ (e.g., starting when entering the labor or capital market) and keeps this level throughout unless an external shock occurs (i.e., an audit or other intervention from The Swedish Tax Agency). In absence of receiving the digital message this means that knowing $\hat{\lambda}_{it-1}$ implies knowing $\lambda_{it}$. Under this scenario we expect a larger positive effect (i.e., compliance to the treatment) of previously non-compliant taxpayers than for the compliant taxpayers. The reason is simply that if one is a previous compliant, there is no reason to respond upon reading the digital message. At the other extreme, each year the taxpayer makes completely independent decisions about the compliance level which means that we would not observe any effect heterogeneity with respect to previous compliance.

A large experimental literature has shown systematic differences in risk preferences between men and women. The results are broadly consistent with women being more risk averse than men (see Croson and Gneezy, 2009 and Eckel and Grossman, 2008). Most of the experimental work consists of comparing how men and women (mostly college students) value risky gambles or choose between gambles with often small stakes. In a study combining field and laboratory evidence, Antonovics et al. (2009) illustrate the importance of understanding the gender differences for larger stakes. Finally, there is clear empirical evidence that women on average have a lower level of financial literacy than men in Sweden (Almenberg and Dreber, 2015) and in many other countries (Hasler and Lusardi, 2017).

A potential positive effect (i.e. increased compliance) of receiving the digital message could be due to an increased knowledge about how to properly file foreign income stemming from information provided in the online app or due to an increase in the perceived risk of non-compliance detection. Both of these effect mechanisms should imply that the effect from reading the digital message among women is higher than the effect
among men. First, if women have on average a lower level of financial literacy, information about how to file foreign income could affect women more than men. Second, the empirically well established gender gap in risk aversion should imply that women, being more risk averse, are more likely to react to reading the message than men. In particular, the second sentence in the message could affect risk-averse individuals more, since it is unclear exactly how much and what type of information The Swedish Tax Agency has (“The Swedish Tax Agency has obtained information from a foreign tax authority that you have received dividends or interest from abroad during 2018.”). Of those two potential sources of effect heterogeneity, we believe that the risk aversion mechanism would be more significant than financial literacy for a potential gender difference in effect as declaring foreign dividends is relatively uncomplicated. Of course, a potential effect could also be due to some mechanism other than the two above mentioned, for instance an unintentional moral nudge. However, also in this case there is reason to believe that women should react more to the intervention. For instance, Fumagalli et al. (2010) document a gender difference in moral judgments, whereby females moral reasoning appears to be directed toward placing higher value on social relationships and on fulfilling other individuals’ expectations.

To sum up, we see two potential sources of effect heterogeneity with respect to gender and they both point toward a greater positive effect from receiving the digital message on compliance among women. Of course, should we find any effect heterogeneity, we cannot know which of those sources would dominate given the data in this study. It should also be noted that the study closest to ours, Bott et al. (2020), contains a heterogeneity analysis with respect to, among other groups, gender. The general conclusion drawn in Bott et al. is that the main findings in the paper are robust across subgroups and they do not find any effect differences between women and men. Furthermore, with respect to previous compliance, if any, the heterogeneity would mean a larger positive effect of receiving the digital message for previously non-compliant taxpayers. To explore whether there is any support for this in data we estimate a version of the model described in the pre-analysis plan (Angelov and Johansson 2020). The previously specified linear model is displayed below:

\[
Y_i = \alpha_0 + \tau W_i + \alpha_w 1[\text{woman} = 1] + \alpha_c 1[\text{compliant} = 1]
+ \alpha_{wc} 1[\text{woman} = 1] \times 1[\text{compliant} = 1] + \tau_c 1[\text{woman} = 1]W_i + \tau_c 1[\text{compliant} = 1]W_i
+ \tau_{wc} 1[\text{woman} = 1] \times 1[\text{compliant} = 1]W_i + \beta_g \tilde{x}_i + \beta_c W_i \tilde{x}_i + \varepsilon_i
\equiv \beta' g_i + \varepsilon_i, \tag{5}
\]

where \( \beta \) is a parameter vector and \( g_i \) is a vector consisting of all covariates including a constant and the treatment variable. As explained previously, in this subsection we use the log-linear model \( \log E[Y|g] = \theta' g \), where \( \theta \) is a parameter vector estimated with
PML. Inference is performed using a HC2-robust covariance matrix.

The results by stratum are displayed in Table 4. As in the last two columns of Table 3 we have excluded the observations for the maximum value of capinc and tax, respectively. For ease of exposition, we only present the effect estimates along with 95% confidence intervals. With respect to previous compliance, the point estimates for our main outcome variable capinc show a 141% and 50.4% increase in compliance for previously non-compliant women and men, respectively. For previously compliant women and men, the point estimates suggest a negative effect on compliance (-38.2% and -24.2% for men and women, respectively). As seen from the table, the 95% confidence intervals are large and do not cover zero except for non-compliant women. The results for tax show negative effect estimates ranging between -14.8% (for non-compliant women) and 5.8% (for compliant men). Each of the 95% confidence intervals for tax covers zero. Even for non-compliant taxpayers, we note that the estimates on tax are negative (-14.8% and -13.5% for women and men, respectively) while they were positive for capinc. If we take these point estimates at face value, they seem so suggest that a sort of offsetting behavior on behalf of the taxpayers. For instance, it might bet that treated taxpayers compensate for their increased capital income following the intervention by reporting less of other income sources such that the tax paid is at least not increased. Of course, this is purely speculative given the low precision in our results, but it would perhaps be interesting to study in the future.

As noted above, the results in Table 4 are from estimation samples in which one observation (for the maximum value of capinc and tax, respectively) has been removed, since the value for capinc in particular is very large in comparison to the rest of the distribution and affects the results considerably. For transparency, we provide the results using the complete estimation sample in Appendix B (see Table 6). The numbers change quite a bit when the whole sample is used. The only qualitatively important change is for non-compliant men and capinc where the point estimate increases from 50.4% to 137.5% and the 95% confidence interval does not cover zero in Table 6. This is expected due to the large outlier in capinc (see Figure 2) which was for a non-compliant man. The main result, that is, a positive effect estimate with a confidence interval not covering zero for non-compliant women, holds also for the whole estimation sample and the parameter estimate for this group has hardly changed (149.1% compared to 141%). Finally, Table 6 Appendix B presents results from OLS-regression using equation 5. The effect sizes in different strata are not easily comparable in this case, but the main result holds qualitatively: the point estimate for non-compliant women is positive for capinc (10,400 SEK) and the corresponding 95% confidence interval does not cover zero. Note that this point estimate is large in relation to the mean capital income for non-treated non-compliant women which is 2,157 SEK, but the corresponding estimate from the

12The complete set of results is available from the authors upon request.
Table 4: Treatment effect estimates from the specification with interaction effects based on a log-linear model

<table>
<thead>
<tr>
<th></th>
<th>Women</th>
<th>Men</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Compliant</td>
<td>Non-compliant</td>
</tr>
<tr>
<td>capinc</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effect</td>
<td>-0.382</td>
<td>1.41</td>
</tr>
<tr>
<td>CI</td>
<td>[-0.877, 0.112]</td>
<td>[0.511, 2.308]</td>
</tr>
<tr>
<td>tax</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effect</td>
<td>-0.142</td>
<td>-0.148</td>
</tr>
<tr>
<td>CI</td>
<td>[-0.381, 0.096]</td>
<td>[-0.409, 0.114]</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01. The effects were estimated using transformed PML-estimates from a log-linear model based on the covariate set from equation (5). For instance, the estimate for non-compliant men is given by \( \hat{\tau} \), the estimate for non-compliant women is given by \( \hat{\tau} + \hat{\tau}_w \), etc. The effect estimates can be approximately interpreted as percentage effects. Observations for the largest value in \( \text{capinc} \) and \( \text{tax} \), respectively, have been removed from the estimation sample (997 out of 998 observations left). 95% confidence intervals formed using the HC2 covariance matrix are shown in square brackets.

log-linear model also points to an economically significant effect (141%). All other confidence intervals cover zero.

In summary, the point estimates for \( \text{capinc} \) are in line with our previous discussion on the effect heterogeneity with respect to previous compliance and gender. Our expectations were of no positive effect of the intervention for previously compliant taxpayers which is what the table suggests (negative point estimates for both compliant women and men). We also conjectured that the effect for women would be larger in magnitude than for men, and this is also supported by the point estimates for non-compliant taxpayers. The only case of a confidence interval that does not cover zero is for non-compliant women, and this finding is robust to functional form as it is supported both in the log-linear PML-model and in linear regression based on OLS. Given that this is the stratum for which we expected the largest effect on compliance from receiving the digital message, this result is suggestive of an effect. In light of our expectations about the effect differences, the signs and magnitudes of the estimates for \( \text{tax} \) do not make much sense. In this case, all confidence intervals cover zero, which is in line with the negative and imprecise estimate for \( \text{tax} \) in table 2. Thus, we find suggestive evidence of an effect on \( \text{capinc} \), but not on \( \text{tax} \).

6 Efficiency gains from the statistical design

Stratification (see e.g. Imbens and Rubin 2015) and rerandomization (Morgan and Rubin 2012) can be shown to be in general more efficient than standard randomized experiments (e.g. tossing a coin in Bernoulli trials or complete randomization with a fixed number of
treated and controls). Schultzberg and Johansson (2019) show that the combination of stratification and rerandomization in general is more efficient than only stratification.

As the efficiency gains depend on both the correlation of the covariates with the outcome and the degree of effect heterogeneity, the relative efficiency gains will depend on the context of the application. Since the experimental design is somewhat complex it is also of interest to compare its efficiency against post-stratification, that is, the use of regression as an estimator in a standard randomized experiment. The present data provides an excellent opportunity of studying these issues in the context of experiments analyzing tax compliance behavior. The reason for this is the possibility of conducting a simulation involving a hypothetical experiment on the same population as was randomly sampled to be part of the experiment.

Thus, we perform the simulation using the subset of non-treated individuals from the original experiment. To recap, the experiment was based on 2,697 individuals (see section 3), from which a 1,000 individuals were sampled and 500 were treated. In the simulation, we exclude the 500 treated and remove those few who had not filed their declaration as of July 27, 2020, resulting in a sample of 2,190 taxpayers which we denote the simulation sample. As in the original experiment, we divided the sample in a compliant and non-compliant group. The first group which we denote (a) consists in 1,509 individuals and the second, (b) of 681 individuals.

In each replication of the simulation \((r = 1, 2, \ldots, 1,000)\), the following steps were performed:

1. Draw two simple random samples, each of size 500, from (a) and (b) respectively, resulting in 1,000 individuals.

2. Draw 500 individuals assumed to be treated according to three different experimental designs:

   A. **Rerandomization within stratum**: Perform steps 3 and 4 described in Section 3.

   B. **Complete randomization within stratum**: Create the four strata and randomly allocate 50% to be ‘treated’ within each stratum.

   C. **Complete randomization**: Randomly allocate 500 individuals to be ‘treated’.

3. Using the simulated data according to each design, estimate equation (3) with and without covariates and store the corresponding estimate for \(\tau, \hat{\tau}_r\).

The simulation thus results in 12 simulated distributions of \(\hat{\tau}\), each of size 1,000 (three different designs, two outcome variables, and two versions with respect to inclusion of covariates).
Table 5: Simulation: standard deviations of point estimates under the null of no effect

<table>
<thead>
<tr>
<th></th>
<th>capinc</th>
<th>tax</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. No covariates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: rerandomization within stratum</td>
<td>2.8927</td>
<td>12.1143</td>
</tr>
<tr>
<td>B: complete randomization within stratum</td>
<td>2.9861</td>
<td>17.8315</td>
</tr>
<tr>
<td>C: complete randomization, no stratification</td>
<td>3.0741</td>
<td>18.8310</td>
</tr>
<tr>
<td>%Δ : 100 × (B - A)/A</td>
<td>3.2310</td>
<td>47.1940</td>
</tr>
<tr>
<td>%Δ : 100 × (C - A)/A</td>
<td>6.2700</td>
<td>55.4452</td>
</tr>
<tr>
<td>%Δ : 100 × (C - B)/B</td>
<td>2.9439</td>
<td>5.6056</td>
</tr>
<tr>
<td><strong>II. Covariates included</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D: rerandomization within stratum</td>
<td>2.5993</td>
<td>12.8921</td>
</tr>
<tr>
<td>E: complete randomization within stratum</td>
<td>2.6041</td>
<td>12.7851</td>
</tr>
<tr>
<td>F: complete randomization, no stratification</td>
<td>2.7297</td>
<td>13.5777</td>
</tr>
<tr>
<td>%Δ : 100 × (E - D)/D</td>
<td>0.1846</td>
<td>−0.8295</td>
</tr>
<tr>
<td>%Δ : 100 × (F - D)/D</td>
<td>5.0186</td>
<td>5.3184</td>
</tr>
<tr>
<td>%Δ : 100 × (F - E)/E</td>
<td>4.8251</td>
<td>6.1993</td>
</tr>
</tbody>
</table>

Note: The table shows standard deviations along with percentage differences between standard deviations for point estimates of τ from equation (3) with and without covariates, respectively. The simulation is performed on non-treated individuals, i.e., under the null hypothesis of no effect.

The results from the simulation are presented in Table 5. For each of the 12 combinations of type of design, outcome variable, and presence or absence of covariates, we present the standard deviation of \( \hat{\tau} \). In addition, the pairwise difference in percent between different cells is presented as a measure of relative efficiency. Our interest lies in the relative efficiency of the most efficient design according to theory (rerandomization within stratum) compared to each of the two remaining designs.

The total gain from stratification and rerandomization is displayed in rows 5 and 11 in Table 5. Without the regression adjustment, the total efficiency gains for capital income and income tax are 6.27 and 55.44 percent, respectively. The corresponding efficiency gains when the analysis is based on regression adjustment are only 5.02 and 5.32 percent, respectively. Furthermore, the table displays efficiency gains from (i) rerandomization in contrast to the stratified design for the specification but only in the case without regression adjustment and (ii) stratification in comparison with complete randomization. (i) is seen by comparing rerandomization within stratum (A) with complete randomization within stratum (B). The efficiency gain is expressed in percent in rows 4 and 10. Without the regression adjustment (row 4), the efficiency gains for capital income and tax are 3.23 and 47.19 percent, respectively. The corresponding efficiency gain when the analysis is based on regression adjustment (row 10) is only 0.18 percent for \( \text{capinc} \), and there is an efficiency loss for \( \text{tax} \) (-0.83 percent). (ii) can be seen by relating the standard
deviations of $\hat{\tau}$ in B to those in C (row 6), and in F to those in E (row 12). The results reveal that stratification provides efficiency gains over complete randomization both in the specification without covariates (a gain of 2.94% for capinc and 5.61% for tax) and with covariates (a gain of 4.83% for capinc and 6.20% for tax).

It might be interesting to compare the efficiency gains displayed in Table 5 with the theoretical efficiency gains. The percentage reduction in variance in a rerandomization design is $100 \times R^2(1 - \nu_a)$ (cf. equation (1)). As $\nu_a = Pr(\chi^2_8 \leq 0.17) / Pr(\chi^2_6 \leq 0.17) = 0.12$, the efficiency gains in our design should be approximately $100 \times R^2(1 - 0.12)$ within each stratum. From Table 2, we have that the overall $R^2$ for capital income and income tax are $R^2 = 0.031$ and $R^2 = 0.553$, respectively. This amounts to an expected gain of 2.73% and 48.66%, respectively. The observed efficiency gains displayed in panel I of Table 5 against stratification were 3.23% and 47.19%, which is very close to the theoretical numbers.

To sum up, we find efficiency gains from both stratification and rerandomization relative to complete randomization. The gains are far greater in a scenario where no covariates are included in the regressions, compared to including the same covariates as were used in the rerandomization routine. Interestingly, our results suggest that using the same covariates in the estimation as would have been used in the rerandomization design is essentially as efficient as estimation based on a rerandomization design without covariates (compare design F in panel II with design A in panel I). Thus, it can be argued that the choice of relevant covariates (including stratification variables) is paramount, irrespective of whether one chooses an experiment design involving stratification and rerandomization or uses the covariates for post-stratification. Finally, the more relevant the covariates are for the outcome, as is the case for tax with an $R^2 = 0.553$ compared to $R^2 = 0.031$ for capinc (see Table 2), the larger the efficiency gain is from rerandomization and stratification. However, this only holds in the case without regression adjustment: there is essentially no difference in efficiency gain between capinc and tax in panel II, while the difference is substantial in panel I.

7 Summary

The purpose of this study has been to measure the effect of a digitally disseminated message on the subsequent compliance of taxpayers who had foreign dividends during the income year of 2018. Data on foreign dividends was obtained through the automatic international exchange of information (CRS). We performed a field experiment consisting of a message sent to a group of taxpayers in March 2020, about six weeks before the final day to file income taxes for the income year of 2019. The message contained two chief points: that The Swedish Tax Agency had received CRS-information about the specific taxpayer’s foreign income during the income year of 2018, and that the tax agency had
developed an online app which facilitates filing in the correct amount of foreign income to be filed for 2019.

We have not found any clear indication that receiving the digital message leads to an increase in the usage of the online app, although it should be noted that this is solely based on a descriptive analysis as we do not have access to visitor data on the individual level. If this conjecture is correct, any positive effect of the intervention on tax compliance would imply that the taxpayers are in fact well-informed and that a potential change in behavior is not due to the extra service provided by the app but due to an increased perceived detection risk. In particular, the following sentence indicates that the Tax Agency has some information on the individual taxpayer: “The Swedish Tax Agency has obtained information from a foreign tax authority that you have received dividends or interest from abroad during 2018.” Of course, compliance behavior could be potentially affected via a mechanism other than the two mentioned above. For instance, merely receiving a message could function as an unintentional nudge toward better compliance. As the message does not include any explicit moral or societal appeal it is however difficult to argue that there is any nudge content in the message, besides it being a message sent by the Swedish Tax Agency.

Turning to the effect of the intervention on compliance, the point estimates for capital income and final tax are 5,225 SEK (p-value = 0.23) and -3,856 SEK (p-value = 0.76), respectively. These imprecise estimates imply that we find no evidence of an average effect of the intervention among all treated individuals. In an exploratory analysis, we examine the data from the experiment further along two hypotheses. First, departing mainly from the research literature documenting a gender gap in risk aversion, we hypothesize that women should react more than men to the intervention as they are on average more risk averse. Second, since compliant taxpayers cannot further increase their compliance, we expect a larger effect magnitude among taxpayers who were deemed to be non-compliant during the previous income tax year. When using capital income as outcome variable, we find support for both of these conjectures in the data.

When we explore the effect heterogeneity by gender and previous compliance, we measure percentage effects for ease of group comparisons. We find that the point estimates for capital income are higher in magnitude among the previously non-compliant taxpayers and this is true for both women and men. Furthermore, among the previously non-compliant, the effect estimate on capital income among women is larger in magnitude than among men: 141 percent (95% CI: [51.1%, 230.8%]) compared to 50.4 percent (95% CI: [-13.2%, 141.1%]). The only case of a confidence interval that does not cover zero is for non-compliant women and this result also holds in a sensitivity analysis where we use OLS to estimate a linear model instead of PML on the log-linear model. Given that this is the group for which we expected the largest effect on compliance from receiving the digital message, this result is suggestive of an effect. Taken at face value, the estimated
effect for non-compliant women 141 percent is large, especially taking into consideration
the non-intrusive nature of the intervention. The estimated effect using a linear model
appears even larger when it is related to the mean capital income among non-treated: the
effect on capinc for non-compliant women is 10,400 SEK and the mean capital income
for non-treated non-compliant women is 2,157 SEK. It is hard to draw any conclusions
from the exploratory analysis when we use final tax as the outcome variable, which is in
line with the previously mentioned imprecise average effect estimate for tax.

The point estimates for non-compliant women and men discussed above are large in
economic terms. Thus, the relatively mild low-cost intervention seems promising policy-
wise. For future research, we therefore think that it is important to collect a new and
larger experimental data set and see whether the results hold. As expected, our data
seems to confirm the expectation of a lack of effect among previously compliant taxpayers.
Indirectly, this provides evidence that our chosen measure of previous compliance contains
important information about current compliance. This has practical consequences: a tax
authority could use a measure similar to ours in order to target information toward the
group where it is most effective, that is, taxpayers who are estimated to be non-compliant.
Similarly, to increase the statistical precision in future field experiments along the lines
suggested above, it is reasonable to use the previous compliance measure in order to focus
solely on non-compliant taxpayers. Finally, we believe that the apparent relevance of our
chosen previous compliance measure suggests that it could be used also in risk-based tax
audits, as there appears to be quite strong time correlation in individual compliance.

As mentioned in the introduction, the number of treated taxpayers had to be restricted
to 500 individuals. As our ambition was to study how the effect varies among different
groups of taxpayers, choosing an efficient experimental design was imperative. To this
end, we used stratification and rerandomization within each stratum. The efficiency gains
from this design compared to complete randomization depend on both the correlation
of the covariates with the outcome and the degree of effect heterogeneity. Thus, the
relative efficiency gain will depend on the specific application. As the design is somewhat
complex to implement in practice, it is of interest to compare its efficiency relative to
post-stratification, that is, the use of regression as an estimator in a standard randomized
experiment. We were able to study these issues because of the opportunities provided by
the unique data used in the present study. In short, we performed a simulation involving
hypothetical experiments on the same population as was randomly sampled to be part of
the original experiment. The results show that the total efficiency gains from our chosen
design compared to complete randomization are substantive for final tax (55.4 percent)
but less so for capital income (6.3 percent) if no covariates are included in the regression.
The difference in efficiency gain between the two outcomes is in line with the observation
that the covariates are much more relevant for the tax outcome ($R^2 = 0.553$) compared to
capital income ($R^2 = 0.031$). There are gains also when we use the same covariates in the
estimation as were used in the rerandomization design, but the numbers are more modest and range between two and four percent. In this case, the above mentioned difference in efficiency gain between the two outcomes is not present. Finally, we find that there are gains both from stratification and rerandomization.

How is a practitioner to use these results in an actual application? Making the assumption that there is no extra cost for implementing a rerandomization design relative to a standard randomized experiment, the results suggest that a rerandomization design should be chosen as it is more efficient. However, assuming no extra cost for rerandomization might be unwarranted. In our experience, in a large organization, there might be administrative costs beyond the relatively small cost of writing the source code for the experiment, meaning that a standard randomized experiment would be a more practical option. For this and similar applications, our conclusion is that regression-based post-stratification along with including relevant covariates might be a reasonably efficient alternative in the case where proper stratification and rerandomization is costly.

It should be stressed that if one chooses the covariates in the regression models after the experiment is conducted, the resulting inference may be flawed as the researchers are prone to searching for statistically significant results (see Mutz, Pemantle and Pham (2019) for a recent discussion of p-hacking in randomized experiments). To avoid difficult post-experiment decisions and for transparency, we recommend a careful choice process documented in a pre-analysis plan.
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Appendix A: Experimental design, rerandomization and inference

Consider a Randomized Control Trial (RCT) with \( n \) units in the sample, indexed by \( i \), with \( n_1 \) assigned to treatment and \( n_0 \) assigned to control. Let \( W_i = 1 \) or \( W_i = 0 \) if unit \( i \) is assigned treatment or control, respectively, and define \( W = (W_1, ..., W_n)' \). Furthermore, let \( X \) be the \( n \times K \) matrix of fixed covariates in the sample \((x_i, i = 1, ..., n)\), with sample covariance \( \text{cov}(X) \).

There are \( \binom{n}{n_1} = A \) possible treatment allocation (assignment) vectors labeled \( W_j = (W_j^1, ..., W_j^n)'\), \( j = 1, ..., A \), where \( A = \text{card}(A) \), i.e., the cardinality of the set \( A \). The Mahalanobis distance for allocation \( j \) is

\[
M(W^j, X) = \frac{n}{4} \hat{\tau}_X^j' \text{cov}(X)^{-1} \hat{\tau}_X^j, \quad j = 1, ..., A,
\]

where

\[
\hat{\tau}_X^j = \frac{1}{n_1} \sum_{i=1}^{n_1} W_j^i x_i' - \frac{1}{n_0} \sum_{i=1}^{n_0} (1 - W_j^i) x_i' = \bar{X}_T^j - \bar{X}_C^j.
\]

Morgan and Rubin (2012) proposed accepting the \( j \)th allocation when its treatment assignment vector \( W^j \) satisfies

\[
M(W^j, X) \leq a,
\]

where \( a \) is a positive constant.

By the central limit theorem, the sample means of the covariates will be normally distributed across random samples, so that \( M(W^j, X) \sim \chi^2_K \). Letting

\[
p_a = \Pr(\chi^2_K \leq a) \simeq \Pr(M(W^j, X) \leq a),
\]

we see that \( a \) is determined from the choice of \( p_a \). Because the number of rerandomizations is geometrically distributed, the expected number of randomizations needed to obtain an acceptable allocation is \( 1/p_a \). This means for instance that for \( p_a = 0.001 \), the expected number of randomizations before drawing an allocation that fulfills the criterion is 1,000.

Morgan and Rubin (2012) show that since \( M(W^j, X) \sim \chi^2_K \),

\[
\text{Cov}(\bar{X}_T^j - \bar{X}_C^j | X, M(W^j, X) < a) = \nu_a \text{Cov}(\bar{X}_T - \bar{X}_C | X),
\]

with

\[
\nu_a = \frac{\Pr(\chi^2_{K+2} \leq a)}{\Pr(\chi^2_K \leq a)}; \quad 0 < \nu_a < 1.
\]

This result implies that the variance in the covariate mean differences across allocations in \( A_a \) is reduced relative to its variance across the allocations in \( A \) by the factor \( \nu_a \), and
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the percent reduction in variance of each of the covariates in \(X\) (or any linear combination
of them) is equal to \(100(1 - \nu_a)\).

Let \(Y_i(w)\) be the potential outcome under treatment \(w\) for individual \(i\). Under the
Stable Unit Treatment Value Assumption (SUTVA, Rubin 1980), the observed outcome
when \(i\) is assigned \(W_i\) is equal to \(Y_i = Y_i(W_i)\) The mean difference estimator is defined as

\[
\hat{\tau} = \bar{Y}_1 - \bar{Y}_0
\]  

(9)

where \(\bar{Y}_1 = \frac{1}{n_1} \sum_{i=1}^{n} W_i Y_i(1)\) and \(\bar{Y}_0 = \frac{1}{n_0} \sum_{i=1}^{n} (1 - W_i) Y_i(0)\).

Let \(\hat{\tau}^{CR}\) and \(\hat{\tau}^{RR}\) be the estimators defined in (9) under complete randomization
and Mahalanobis-based rerandomization, respectively. These estimators are unbiased for the
estimation of the sample average treatment effect (SATE) and also of the population
average treatment effect (PATE) under random sampling of the \(n\) units from the population.

The variance of \(\hat{\tau}^{CR}\) is given by

\[
V(\hat{\tau}^{CR}) = \frac{S_Y^2(1)}{n_1} + \frac{S_Y^2(0)}{n_0} - \frac{S_Y(1)Y(0)}{n}
\]  

(10)

where

\[
S_Y^2(w) = \frac{1}{n - 1} \sum_{i=1}^{n} (Y_i(w) - \bar{Y}(w))^2, \quad \bar{Y}(w) = \frac{1}{n} \sum_{i=1}^{n} Y_i(w)
\]

and

\[
S_Y(1)Y(0) = \frac{1}{n - 1} \sum_{i=1}^{n} (Y_i(1) - Y_i(0) - (\bar{Y}(1) - \bar{Y}(0))^2
\]

\[
= \frac{1}{n - 1} \sum_{i=1}^{n} (\tau_i - \tau^*)^2 = S_\tau^2
\]

that is, the sample variance of the unit-level treatment effects. Note that with homoge-
neous treatment effects, i.e. \(\tau_i = \tau\), \(S_Y(1)Y(0) = 0\) and \(S_Y(1) = S_Y(0) = S_Y^2\). This means that

\[
V(\hat{\tau}^{CR}) = \frac{n_0n_1}{n} S_\tau^2
\]

Thus, all else equal, the variance of the estimator will be larger with heterogeneous effects
than with homogeneous effects.

The asymptotic distribution is given by

\[
\sqrt{n}(\hat{\tau}^{CR} - \tau) \overset{d}{\to} N(0, V_{\tau\tau})
\]
where
\[ V_{\tau \tau} = \frac{S_{Y(1)}^2}{n_1} + \frac{S_{Y(0)}^2}{n_0} - \frac{S_{\tau}^2}{n} . \]

Under the superpopulation assumption and inference to the PATE, the third term vanishes since treated and controls are sampled independently.

Li et al (2018) derive the asymptotic results for Mahalanobis-based rerandomization. It is shown that the asymptotic distribution of the SATE and PATE (under random sampling) estimators after rerandomization is generally non-normal. Instead, the asymptotic distribution is a linear combination of a normal distributed variable and a truncated normal variable.

Let \( Y(w) = (Y_1(w), Y_2(w), ..., Y_n(w))^\prime, w = 0, 1, \) and let \( R^2 \) be the squared multiple correlation of \( Y(0) \) on \( X \). Under the assumptions that (i) the residual in the linear projection of \( Y(0) \) on \( X \) is normally distributed and that (ii) treatment effects are additive (so that \( R^2 \) is also the squared multiple correlation of \( Y(1) \) on \( X \)), it holds that the percentage reduction in variance (PRIV) of \( \hat{\tau}_{RR} \) against the corresponding estimators under complete randomization is

\[ PRIV = \frac{V(\hat{\tau}_{CR}) - V(\hat{\tau}_{RR})}{V(\hat{\tau}_{CR})} = 100 \times R^2(1 - \nu_a), \tag{11} \]

where \( V(.) \) denotes the variance of the estimators. From this expression together with Equations 6 and 8, it becomes clear that the variance reduction from Mahalanobis-based rerandomization relative to complete randomization is decreasing in \( p_a \), the strictness of the rerandomization criterion, and non-increasing in \( K \), the dimension of \( X \).
Appendix B: Supplementary results

Table 6: Treatment effect estimates from the specification with interaction effects based on a log-linear model: full estimation sample

<table>
<thead>
<tr>
<th></th>
<th>Compliant</th>
<th>Non-compliant</th>
<th>Compliant</th>
<th>Non-compliant</th>
</tr>
</thead>
<tbody>
<tr>
<td>capinc</td>
<td>-0.148</td>
<td>1.491</td>
<td>-0.48</td>
<td>1.375</td>
</tr>
<tr>
<td>CI</td>
<td>[-0.652, 0.356]</td>
<td>[0.514, 2.468]</td>
<td>[-1.12, 0.16]</td>
<td>[0.414, 2.336]</td>
</tr>
<tr>
<td>tax</td>
<td>-0.115</td>
<td>-0.142</td>
<td>0.079</td>
<td>-0.047</td>
</tr>
<tr>
<td>CI</td>
<td>[-0.361, 0.131]</td>
<td>[-0.405, 0.12]</td>
<td>[-0.038, 0.197]</td>
<td>[-0.269, 0.175]</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01. The effects were estimated using transformed PML-estimates from a log-linear model based on the covariate set from equation (5). For instance, the estimate for non-compliant men is given by \( \hat{\tau} \), the estimate for non-compliant women is given by \( \hat{\tau} + \hat{\tau}_w \), etc. The effect estimates can be approximately interpreted as percentage effects. The full sample has been used in the estimation (998 observations). 95% confidence intervals formed using the HC2 covariance matrix are shown in square brackets.

Table 7: Treatment effect estimates from the specification with interaction effects based on OLS-regression

<table>
<thead>
<tr>
<th></th>
<th>Compliant</th>
<th>Non-compliant</th>
<th>Compliant</th>
<th>Non-compliant</th>
</tr>
</thead>
<tbody>
<tr>
<td>capinc</td>
<td>-2.414</td>
<td>10.415</td>
<td>-5.639</td>
<td>18</td>
</tr>
<tr>
<td>CI</td>
<td>[-8.683, 3.855]</td>
<td>[0.133, 20.697]</td>
<td>[-12.979, 1.701]</td>
<td>[-9.689, 45.69]</td>
</tr>
<tr>
<td>tax</td>
<td>-19.432</td>
<td>-42.774</td>
<td>25.546</td>
<td>-15.216</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01. The effects were estimated using transformed OLS-estimates from the specification in equation (5). For instance, the estimate for non-compliant men is given by \( \hat{\tau} \), the estimate for non-compliant women is given by \( \hat{\tau} + \hat{\tau}_w \), etc. Outcomes are expressed in 1000s SEK and are valued during the income year of 2019. Observations for the largest value in capinc and tax, respectively, have been removed from the estimation sample (997 out of 998 observations left). 95% confidence intervals formed using the HC2 covariance matrix are shown in square brackets.